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Abstract 

   

1 | Introduction  

With the technological advances and the demand for making smart cyberspace in recent decades, 

Automatic Personality Perception (APP) and Automatic Personality Recognition (APR) studies from 

handwriting, speech, and facial expression have been becoming more popular [1]. Personality is one 

of the most important issues in psychology that plays an essential role in human life and social 

interaction [2]. Among all personality theories, the Big Five Inventory (BFI) is frequently used in 

computer science research [3] and [4]. The BFI is a five-factor model that measures five personality 

traits, including Openness to experience (Ope.), Conscientiousness (Con.), Extraversion (Ext.), 

Agreeableness (Agr.), and Neuroticism (Neu.) [5]. These five traits exist in a person simultaneously 

but with different degrees. One can obtain these measurable traits via self-assessment BFI-

questionnaires (personality recognition) or other assessments (personality perception) [2] and [6]. 
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Despite APP and APR studies' success, some challenges restrict the research. A critical challenge 

frequently mentioned in articles is acquiring a public, suitable, and annotated dataset for training 

Machine Learning (ML) models [7] and [8]. On the one hand, collecting such a dataset is time-

consuming, and the ground truth annotation process is costly [9]. On the other hand, the analysis of 

existing datasets specifies that the binary classes of these datasets are imbalanced, which means one class 

instance is larger than the other [10]. The main factor behind this imbalance is the variety in culture, 

language, geography, and religion, which cause differences in personality distribution across societies 

[11]. The imbalanced distribution may cause biased (skewed) and incomplete learning during the ML 

algorithms training process. It means the ML parameters fitted on the class of the majority samples 

increase the misclassification rate [12] and invalidate the model classification results [13]. This problem 

becomes acute when using Cross-Validation (CV) algorithms to evaluate the model's generalization 

(predictive performance estimation). In this regard, data-level and algorithm-level techniques are two 

ways for addressing the class imbalance problem in traditional ML summarized below. 

Data-level techniques. These techniques create data balanced distribution artificially. Random 

OverSampling (ROS) of the minority class is one of these techniques [14]. Its drawback is that data 

replication leads the model to over-fitting (good outcomes on the training data and poor performance 

on testing data). Moreover, by increasing the size of training data, the training time is increased. Synthetic 

Minority Oversampling Technique (SMOTE) was created to decrease oversampling weaknesses by 

generating synthetic data [15]. Despite the success of SMOTE in several applications, the generated 

samples have correlations with some original minority samples. Also, SMOTE  can decrease between-

class scattering by increasing overlapping between classes. Both issues reduce the ML performance [16]. 

The other technique is Random UnderSampling (RUS) of the majority class, which in this technique, 

some useful information is lost [14] and [17]. 

Algorithm‑level methods. These techniques combine several weak learners (models) simultaneously 

and make strong decisions to increase the ability of the model estimation output (ensemble methods). 

This technique can reduce classifier bias toward the majority class. Boosting and bagging methods are 

examples of ensemble methods [17]. In the boosting method, the next learner parameters depend on 

the previous learner parameters, and in the bagging method, each learner training process is separate. 

The drawback of this technique is that few learners can be used [15]. 

The above techniques have been applied in various domains. However, for evaluating Deep Neural 

Networks (DNNs), some other issues should be considered.  

DNNs are ML algorithms with good representation learning and feature engineering ability, especially 

in high input dimensions. They map raw input to new representations through multiple nonlinear 

functions and extract high-level features automatically that no experts can easily do. Despite the feature 

engineering ability of DNNs, their good performance extremely depends on the input data. In 

imbalanced data, the gradient value of a DNN in the minority class is much smaller than in the majority 

class. The error of the majority class reduces rapidly (in early epochs), and the error of the minority class 

is ignored caused incomplete network training [18] and [19]. 

On the other hand, since they are fine-tuned by gradient descent back-propagation, the use of the 

classifier is confined to the gradient-based one [17]. As a result, algorithm‑level techniques can not use 

easily [20]. Also, the performance of these networks is sensitive to over-fitting, and data-level techniques 

should be used consciously. 

The above explanations provide the impetus for proposing our novel algorithm on DNNs called the 

Supervised K-fold CV (SK-fold CV). Hence, this study aims to perceive and recognize personality based 

on speech signals with a novel evaluation method.   
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The rest of our study is organized as follows. In the next section, the literature review of related works is 

expressed. In Section 3, the summary of using the two datasets is explained. The materials and methods, 

including feature engineering using auto-encoders, proposed evaluation method, and evaluation criteria, 

are described in Section 4. Finally, Section 5 provides the results of the simulations and discussion. 

2 | Related Works 

The literature of imbalances dataset studies in APP/APR is reviewed below. According to the type of 

dataset, the way of studies addressing class imbalance is different.  

Data augmentation [9] and transfer learning [7] methods were typically used to deal with the class imbalance 

problem in APP/APR based on video and image datasets.  

In the handwriting datasets, both data-level and algorithm-level techniques were used. Personality 

identification from handwriting feature extraction and AdaBoost classification was examined in [21]. 

Zarnoufi and Abik [22] proposed a combination of RUS and ROS techniques to solve severe class 

imbalance distribution. Cyber-violence detection by personality analysis of online users is one of the 

applications of personality traits identification—such an interesting study mentioned in [22]. An ensemble 

classifier including random forest, XGBoost, and AdaBoost to identify BFI traits of online users were 

applied to the feature set. To tackle the imbalance in data distribution, the article [4] used SMOTE 

technique. In [23], several supervised classifiers were examined in the ensemble method. Horvath et al. 

[24] provide an interesting study on the association between BFI personality traits and suicidal attempts. 

It dealt with the small sample size of the dataset, which affected classifiers results. Therefore, an ensemble 

classifier comprising gradient tree boosting, random forest, decision tree, logistic regression, and linear 

regression was applied to overcome this problem. 

Studies based on speech signals datasets indicate that APP/APR from the speech was more difficult than 

other datasets. Their focus was mostly on feature extraction and classification methods, and to the best of 

our knowledge, none of the balancing techniques was applied [25]. However, in order to consider the effect 

of class imbalance, the Unweighted Average (UA) recall criterion has been utilized [26]. The UA recall is 

the average recall of binary classes used for highly imbalanced distribution classes [27], and its value 

illustrates the classifier's ability to classify imbalanced data correctly [28]. It has been used since the 

INTERSPEECH conference in 2009 [29]. In this regard, An et al. [30] worked on acoustic and lexical 

features classified by Support Vector Machine (SVM). In order to feature selection, the spearman 

correlation was applied to deceptive and non-deceptive speech from native speakers. Both regression and 

sequential-minimal-optimization classification were considered [30]. Personality traits classification using 

Stacked Auto-Encoder (SAE)  and Long Short Term Memory (LSTM) was performed in [31]. The purpose 

of Jothilakshmi et al. [31] was to predict the speaker's behavior by non-verbal features. The authors 

deliberated the relationship between the speech signal and personality traits using spectral properties. They 

investigated and compared the K-Nearest Neighbors (KNN) clustering and the SVM approaches.  

Mohammadi et al. [32] classified the personality traits by nonverbal features and two classifiers (the SVM 

and logistic regression). The feature sets contained low-level description, lexical and word embedding 

features. Koutsombogera et al. [33] reported that acoustics features are more important than the content 

(lexical) features for classifying personality traits. Results also demonstrated that there is no specific model 

or feature set for predicting a trait across personality. However, different models and feature sets 

outperform for every trait. Deep learning and LSTM capabilities were examined in [11] for feature 

engineering. Kampman et al. [34] suggested a virtual agent based on the online user personality speech and 

Convolutional Neural Network (CNN). Liu et al. [35] discussed that APR and APP need various speech 

features in size and type to outperform. Nevertheless, with diverse features, the designed model comes 

into trouble. So a feature filtering and hierarchical clustering algorithm were applied. 
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3 | Dataset 

As the aim of our study, APP and APR from speech signals, we used two datasets, the first for assessing 

personality perception and the second for determining speech recognition personality. The labelling 

route of both datasets was the same as below. 

The personality traits scores in the BFI can be described as continuous numbers in the range of [0,100] 

by using a psychological questionnaire [36]. A score of 50 is indicated a normal person. Hence, five 

personality characteristics were classified into two classes: less than normal and greater than normal. 

Scores more than 50 got "high" labels, and the scores below 50 got "low" tags [35]. Accordingly, APP 

and APR become binary classification projects. 

3.1 | The SSPNet Speaker Personality Corpus (SPC) 

The SSPNet SPC is a common and available dataset in APP research, including 640 speech clips 

recorded by 322 French people. The emotionally neutral short clip (10-second clip) was recorded. The 

11 assessors evaluated each clip based on the BFI-10 questionnaire. The average of the 11 questionnaire 

scores was reported for each clip [37]. Table 1 indicates the clip's number of the SPC dataset at the high 

and low levels in each trait. 

Table 1. The number of short audio clips at high and low levels in each trait at 

the SPC dataset. The imbalanced distribution is apparent. 

 

 

 

 

3.2 | Unemotional Text-Reading Speech (UTS) Corpus 

The UTS corpus was collected from 139 participants via recording a Persian reading text. On average, 

each reading time per participant was about 1.25 minutes, whereas the total signal recording time was 

equal to 3 hours and 31 minutes. Participants were native speakers, and there were no presuppositions 

to the text. After recording, the participants filled the BFI questionnaire, and the scores were obtained 

[38]. 

 Table 2. The number of short audio clips at high and low levels in each 

trait at the UTS dataset. The imbalanced distribution is obvious 

 

 

 

For applying the same process on both datasets, the same length of clips was needed. Therefore, UTS 

clips were divided into 10-second utterances (short clips) to build 10-second clips similar to SPC 

recordings. Extraction of 10-second utterances increased the number of samples to 1,121. Table 2 shows 

the samples number of five personality traits at low and high levels. 

Traits 
The Number of Samples 
Low High Total sample 

Neu. 337 303 640 
Ext. 370 270 640 
Ope. 227 413 640 
Agr. 334 306 640 
Con. 418 222 640 

Traits 
The Number of Samples 
Low High Total sample 

Neu. 948 173 1,121 
Ext. 339 782 1,121 
Ope. 531 590 1,121 
Agr. 442 679 1,121 
Con. 507 614 1,121 
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4 | Materials and Methods 

The framework of our study is exposed in Fig. 1. This figure indicates the process of feature extraction, 

classification, and model evaluation. 

Frame-Level Feature Extraction

 (prosodic features)

Clip- Level Feature Extraction 

(statistical features)

Feature Engineering and Personality 

Trait Classification

With A Stacked Auto-encoder

Evaluate Algorithm With 

Proposed Evaluation Method 

(Supervised K-Fold CV)

Hand-crafted Feature Extraction

Hand-Crafted 

Features

The individual is either 

High or Low in the trait 

studied

 

Fig. 1. Network with eight vertices. 

 

4.1 | Hand-Crafted Features 

The following principle was applied on every 10-second utterance of both datasets to extract hand-crafted 

features (features extracted manually). 

Firstly, the six prosodic features were extracted from each clip by the open SMILE 2.3 toolkit. For 

extracting time-domain features, each clip was divided into 60ms frames with a 20 ms overlap. In the 

frequency domain, framing was performed with a 20 ms window and a 10 ms overlap. These six frame-

level features were pitch, first and second formants, energy, and the length of voiced and unvoiced 

segments frequently used in the related studies [6] and [32]. Secondly, twenty-four statistical features were 

acquired by applying the mean, standard deviation, maximum and minimum functions to the six prosodic 

features over 10 seconds (4 statistical functions*6 prosodic features=24 statistical features). Although these 

features have valuable information in speech processing, previous studies have proved they cannot 

significantly identify personality. Thus, we used the feature engineering ability of DNNs. 

4.2 | Feature Engineering and Classification with the SAE 

Our prior work implemented two DNN approaches for personality trait classification, a one-dimensional 

(1-D) CNN and the SAE [39]. We concluded that despite the feature engineering ability of CNN in most 

fields, it does not provide good performance compare with SAE in our field of study. It has two reasons: 

1) losing some useful information through the pooling layer to obtain downsampling features. 2) Local 

feature engineering (learning) in the convolutional layer based on the kernel size that does not take some 

hand-crafted features part at the feature engineering stage. For instance, the relation between the first hand-

crafted feature and the last one does not consider. For better illustration, the architecture of 1-D CNN is 

shown in Fig. 2.  

Although two stated reasons are the feature extraction process in CNN, the datasets challenge, as noted 

earlier, has forced researchers to extract hand-crafted features. Therefore, hand-crafted features cause 

CNN poor performance, which in comparison, it does not occur in the fully connected SAE. Please see 

[39] for more detail. Therefore, some nonlinear features were extracted by the SAE in the current study as 

below. 

A SAE is created by putting some auto-encoder together. An auto-encoder is a neural network designed 

to reconstruct its input at its output, as shown in Fig. 3. It has two layers called the encoder (hidden) and 

the decoder (output) layers [40]. 
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Fig. 2. The architecture of 1-D CNN. 
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Fig. 3. Schematic of an auto-encoder with n1 input neurons and n2 encoder neurons. 

In the following, the feed-forward and back-propagate equations of an auto-encoder are described. The 

feed-forward equations: 

 

 

 

𝑋 is the input matrix of the auto-encoder. The weight matrixes of encoder and decoder layers are 𝑊(1) 

and 𝑊(2), respectively, which 𝑊(1) = 𝑊(2)𝑇 . The matrix 𝑂(1) is named encoder output. The decoder's 

output matrix is 𝑂(2). The desired matrix and activation function are indicated by 𝑋 and 𝑓 [41]. n1 and 

n2 are the numbers of input and encoder neurons, respectively. 

The SAE feed-forward equations are the same as the conventional neural network (Eq. (1) to (4)). 

Though, the desired output is equal to the input, which means the output estimates the input and the 

encoder output is the compression and representation of the input. 

The back-propagation equations:  

The lost function is the Mean Square Error (MSE) expressed in Eq. (5). 

(1) (1)net = W X.  (1) 

( )(1) (1)O = f net .  (2) 

(2) (2) (2) (2) (1)Tnet W O         where       W W .= =  (3) 

( )(2) (2)O = f net .  (4) 
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Where 𝑥𝑖 and 𝑜𝑖
(2)

 are the 𝑖-th vector of the input and decoder output matrix, respectively.  

Eq. (6) is the update of the weight matrix: 

 

where 𝛻𝑊(2) is the gradient of 𝑊(2) and η  is the learning rate. 

4.3 | Proposed Supervised K-Fold CV 

The CVs are statistical approaches to evaluate ML models' prediction skills [42] and are dependent on the 

data distribution [43]. Among all types of CVs, the K-Fold CV is popular in APP/APR due to the data's 

equal chance to participate in the training process [44].  

Let us introduce our innovative and simple method to prevent stated obstacles in the introduction. The 

SK-Fold CV steps are as follows. The bold statements are those that are different from the conventional 

ROS-based K-Fold CV. 

I. Consider the 15% of the original dataset as a testing dataset and others as the training dataset. 

II. Choose K (the number of Folds) based on the number of speakers.  

III. Split the training dataset into K segments based on the speaker ID. Since there are different numbers of 

clips per speaker ID, It causes varied instance numbers in each Fold. 

IV. Balance data with the ROS method in each Fold. The number of repetitions of the samples is equal to 

the maximum number of majority class instances in the Foldes. 

V. Pick (k – 1) Folds as the new training dataset and the hold-out Fold as development dataset. 

VI. Train the model parameters with the new training dataset until the maximum epoch reach. If evaluating 

the model with the development dataset shows an over-fitting problem, the training process will be 

stopped before the maximum epoch. 

VII. Transfer the parameters of the trained model into the next step. 

VIII. Repeat steps 5-7, K times. 

IX. Test the model with the final model parameters and testing dataset. 

As shown in Steps 1 and 5, the original dataset was divided into three groups (training, development, and 

testing). Each time, the designed model was trained by the training dataset and evaluated by the 

development dataset. After the training process was finished, the final model valuation was done by the 

testing dataset for evaluating the ability to predict unseen data. Fig. 4 illustrates the proposed K-Fold CV.  

In the SK-Fold CV method, the number of speakers has divided into K equal subdivisions. The maximum 

majority samples in all Folds was considered as repeat level. Then ROS was applied to each fold 

individually. The training process on each training subset continued to the maximum epoch. Nevertheless, 

data replication increases the likelihood of over-fitting. The error loss of evaluating the development 

dataset was calculated in each epoch. If this error loss were ascending in ten consecutive epochs, the 

training process would be stopped in the training subset (early stopping). The trained model was trained 

again by the next training subset. This speeded the convergence rate up. The process was repeated K times, 

where K=10 according to previous studies [35] and [45]. 

Someone may ask why the data balancing method was applied in Step 4 and not Step 1. The reason is that 

each speaker had multiple audio clips in the SPC and UTS datasets. The number of audio clips of one 

speaker was not equal to another, which was the second challenge of these datasets. We had to place all 

clips of one speaker in one Fold to prevent the placement of some clips of one speaker in both the training 

and development datasets. Therefore, the random placement of audio clips in the Folds of CV caused the 

second class imbalance. On the other hand, data balancing methods perform these placements without 

( )
n

2
(2)

MSE i i
i=1

1
E x -o .

2
=   (5) 

(2) (2) (2)η.W W W ,= −   (6) 
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considering data labels, while artificially increasing or decreasing the data without considering the 

speaker ID will cause an imbalanced distribution of data in the Folds. 

 

Fig. 4. Schematic illustration of the SK-Fold CV method for the model evaluation. 

 

4.4 | Evaluation Criteria 

The accuracy criterion is a misleading metric for imbalanced dataset problems due to the domination of 

the majority class [46]. As mentioned previously, the APP and APR datasets are class imbalances, and 

the UA recall criterion presented in INTERSPEECH 2009 is an appropriate evaluation criterion of 

models designed on these datasets [31]. It is because the recall of class low is not affected by class high 

and vice versa.  

This article uses the accuracy and UA recall expressed as Eq. (7) and (8) as evaluation criteria.  

 

 

TLL is the number of true Low Level (LL). THL is the number of true High Level (HL). FLL is the number 

of false low level. FHL is the number of false high level. 

 

 

The recall is the fraction of the total amount of relevant instances that were retrieved. X indicates 

relevant instances, and NX is the non-relevant instance.  

The UA recall is calculated by Eq. (9). 

 

 

The recall (HL) indicates the recall of high-level instances, and recall (LL) is the recall of low-level 

samples. 

LL HL

LL HL HL LL

T T
Acc

T T F F
.

+
=

+ + +
 (7) 

X

X NX

T
=

T F
recall(X) .

+
 (8) 

( ) ( )
UA

recall LL +recal
.

l HL

2
=  (9) 
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5 | Results and Discussion 

Researchers have used various kinds of features to improve classification outcomes of APP/APR based 

on speech signals. They have shown that each personality trait has different effects on different features 

[2], [18] and [49]. Since our study focuses on improving the evaluation method, not feature extraction, we 

used twenty-four prevalent statistical features. Although these features were not appropriate for all five 

personality traits classification, network inputs had to be considered constant among all five traits to 

compare the proposed evaluation method's effectiveness. Hence it was expected that classification results 

were not satisfactory for some personality traits in both datasets. 

The following principle was utilized in the four simulations: RUS-based K-Fold CV, ROS-based K-Fold 

CV, SMOTE-based K-Fold CV, and SK-Fold CV. In four CVs, the obtained twenty-four statistical 

features were given to the five separate SAEs. The motive of using separate networks is that research has 

shown that personality traits affect speech characteristics differently, and it outperforms if implemented 

separately [46]. Each SAE contained fully connected auto-encoders with 15 and 8 neurons in their encoder 

layers. The number of neurons and layers was chosen by grid search. The activation function in each layer 

was tanh. This function has positive, negative, linear, and nonlinear ranges and is suitable for feature 

exploring. The initial weights were set the same for four CVs so that the simulation results were not 

affected by initial weight values. The batch normalization method was used in each layer for normalizing 

layer input. The dropout technique was utilized for preventing over-fitting in each layer. Since the SAE is 

a neural network, it can be used as the feature extractor and classifier together. Therefore, a layer with one 

neuron and the sigmoid activation function was used as the output layer to classify each trait's low level 

(lower than 0.5) or high level (higher than 0.5). The loss function was the MSE, and the loss error was 

back-propagated to the layers for fine-tuning. 

Since the SK-Fold CV is designed on the ROS method, we compare loss diagrams of ROS-based K-Fold 

CV and our CV below. Fig. 5 and 8 illustrate the training and development error diagrams of implementing 

the 10-Fold CV and the S10-Fold CV for Conscientiousness trait in both datasets. In Fig. 6, the loss error 

is approximately equal to − 28 10  in epoch 180, while in Fig. 5 (the conventional CV), the same amount 

of error is found in epoch 1000 for the UTS dataset. Fig. 7 and Fig. 8 compare conventional CV and SK-

fold CV for the SPC dataset and show an increase in convergence speed. As mentioned earlier, one 

drawback of the oversampling methods is that the model training time increases by increasing the size of 

training data. Therefore the increase in convergence speed is the first benefit of our proposed method. 

 

Fig. 5. Training and development loss error diagrams for conscientiousness trait classification in the UTS 

dataset evaluated by conventional 10-Fold CV. 
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Fig. 6. Training and development loss error diagrams for conscientiousness trait classification in the 

UTS dataset evaluated by the S10-Fold CV method. 

It can worth mentioning that Fig. 5 and Fig. 7 are the average diagrams of K Folds training, but Fig. 6 

and Fig. 8 illustrate all K Fold training in one plot. It is another benefit of our method that the over-

fitting in all Folds can be traced. Contrary to the CV method that the over-fitting in the average 

development loss in K iterations is considered (𝐸𝑟𝑟𝑜𝑟 = 1

𝐾
∑ 𝐸𝑖
𝐾
𝑖=1 ) and if over-fitting occurs in one subset 

of the training dataset, it will be ignored until the average of K faces over-fitting. 

Fig. 7. Training and development loss error diagrams for conscientiousness trait classification in the 

SPC dataset was evaluated using the conventional 10-Fold CV method. 

Table 3 and Table 4 indicate the personality traits classification results in terms of accuracy and UA for 

the UTS and SPC datasets. In both tables, the outcomes under column SK-Fold CV show the simulation 

results with our method. The three extra implementations based on RUS, ROS and SMOTE methods 

were done to better show the proposed method's outstanding results. 
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Fig. 8. Training and development loss error diagrams for conscientiousness trait classification in the SPC 

dataset evaluated by the S10-Fold CV method. 

Table 3. Comparison of personality classification by K-Fold CV and SK-Fold CV methods in SPC dataset. 

 

 

 

 

Table 4. Comparison of personality classification by K-Fold CV and SK-Fold CV methods in UTS dataset. 

 

 

 

 

From Table 3 and Table 4, the four consequences can be concluded as follows. 

I. The RUS method had a poor performance in our study. Because low class and high class are of equal 

importance, removing samples from each class reduces the classification results due to diminishing the sample 

size of the model learning.   

II. Despite the success of SMOTE in several applications, it was not appropriate for some personality traits such 

as Neuroticism in the UTS dataset. Because generated samples have correlations with some original minority 

samples. Also, SMOTE  can decrease between-class scattering by increasing overlapping between classes [17]. 

Suppose the two classes, despite having severely imbalanced data distribution, are easily separable in two 

groups. In that case, it becomes easy for any classifier to learn to discriminate between them. The challenges 

become profound when the classes are interspersed, and the generation of new samples in feature space leads 

the model into difficulty, as is often the case with real-world applications like our study. Since twenty-four 

features have low resolution, we have to use the auto-encoder feature engineering ability, but the sample 

generation by SMOTE reduced the separability even less than before and caused poor performance in traits 

classification. Fig. 9 is prepared for better illustration. In this figure, Feature#1 and Feature#2 was statistical 

features obtained by applying the maximum function on the pitch and the first formant of the Neuroticism 

trait in the UTS dataset, respectively. As shown, these two features are not separatable and using SMOTE 

Traits 
K-Fold CV 

SK-Fold CV 
RUS ROS SMOTE 

Neu. 63.4 (60.7) 65.7 (68.3) 64.4 (62.5) 66.1 (72.1) 
Ext. 55.3 (54.7) 61.9 (63.9) 59.1 (57.3) 62.5 (66.7) 
Ope. 55.9 (60.1) 60.8 (73.4) 61.5 (72.1) 65.1 (77.5) 
Agr. 59.9 (55.6) 60.5 (53.8) 60.1 (64.3) 61.3 (68.1) 
Con. 53.1 (54.6) 61.6 (77.1) 63.1 (66.3) 66.9 (72.6) 

Average 57.5 (57.1) 62.1 (67.3) 61.6 (64.5) 64.5 (71.4) 

Traits 
K-Fold CV 

SK-Fold CV 
RUS ROS SMOTE 

Neu. 34.6 (49.1) 60 (38.2) 42.7 (59.6) 67.2 (63.6) 
Ext. 47.9 (53.1) 52.3 (64) 50.7 (57.3) 54.7 (70.6) 
Ope. 64.1 (52.1) 64.2 (48) 64.2 (51.8) 64.4 (55.1) 
Agr. 43.1  (46.8) 50.2 (40.1) 49.7 (59.1) 54.7 (62.8) 
Con. 49.3  (50.1) 50.4 (53.4) 53.4 (56.8) 65.3 (59.6) 

Average 47.8 (50.2) 49 (55.1) 52.5 (56.9) 61.2 (62.3) 



 

 

208 

Ja
la

e
ia

n
 Z

a
fe

ra
n

i 
e
t 

a
l.

|
 J.

 A
p

p
l.

 R
e
s.

 I
n

d
. 

E
n

g
. 

9
(2

) 
(2

0
2
2
) 

19
7
-2

11
 

 

method decreased the between-class scatter of this trait severely. Although changing the model can 

get better performance of SMOTE, for a fair comparison, we had to keep the model of feature 

extraction and classification the same in all simulations. As the Neuroticism trait in the UTS dataset 

was severe imbalance class, we used it for Fig. 9. 

a. 

b. 

Fig. 9. SMOTE effect on the Neuroticism trait in the UTS dataset; a. original data, b. data 

balancing with SMOTE. 

III. As far as Tables 3 and 4 show, it is perfectly understandable that oversampling is better due to keeping 

all the information in the training dataset. In this regard, SK-Fold CV and ROS-based CV results were 

near. However, by overcoming the over-fitting and time-consuming, the simulation outcomes of the 

proposed method are better than the traditional one. As Table 3 shows, the UA recall is improved by 

an average of 2.46% compared to ROS in the SPC dataset. In Table 4, the proposed evaluation method 

could enhance the UA recall results compared to ROS by an average of 12.2% in the UTS dataset. UA 

recall enhancement is the third benefit of our method.  

IV. As is clear, the UA recall of Openness in three K-Fold CVs and SK-Fold CV methods is approximately 

the same in the UTS dataset. Also, the Nerutisem and Agreeableness UA recalls are about the same as 

the conventional K-Fold CV in the SPC dataset. It is because the number of samples in the low and 

high levels of these traits is approximately equal (see Tables 1 and 2). It confirms that the proposed 

evaluation method performs the same as the traditional CV method when the two classes' samples are 

near equal. However, it improves the UA recall if there is an imbalance distribution in classes. This is 

the fourth advantage of SK-Fold CV. 
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6 | Conclusions 

Research of APP and APR based on the big-five inventory needs more data for outperforming, but it is 

ideal. The challenge of data collection and data annotation restricts the research. Besides, imbalanced 

personality distribution across society is the reason for the low classifier performance. This study 

considered the pons and cons of some data-level techniques for addressing imbalanced class problems. 

We used the feature engineering ability of the auto-encoder to extract appropriate features from hand-

crafted features and classify them by stacked autoencoder. Then a supervised K-Fold CV method was 

proposed to evaluate the model's generalisation ability, cope with affecting the imbalanced class and 

enhance the classification results. The consequences reveal that our proposed evaluation method enhances 

the UA results in all personality traits in both datasets. 
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